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Abstract

Secondary users (SUs) can opportunistically exploit the idle spectrum of
primary users (PUs) in cognitive radio ad hoc networks (CRAHNS). A medium
access control (MAC) protocol is needed to prevent collisions between SUs and
PUs that may occur while SUs search for licensed and idle channels. In this paper,
an adaptive cooperative spectrum sensing MAC protocol (ACMAC) for multihop
and multichannel CRAHNS is proposed. With the proposed protocol, sensing
probability detection is possible with cooperative spectrum sensing, which is
achieved by the exchanging of MAC protocol control frames, without the need for
additional sensing control frames. ACMAC is also designed to adaptively adjust
the contention window frame length according to the load traffic. Because the
ACMAC protocol is both cooperative spectrum sensing and load adaptive, energy
consumption and MAC delay are reduced, with increased throughput and channel
spatial reuse. We also develop a Markov chain model to characterize the
performance of our proposed ACMAC protocol for a saturated network. The
Markov chain is also characterized by initial-state probabilities and a
state-transition probability matrix. We compare ACMAC with other MAC
protocols and show that ACMAC achieves higher performance.

Keywords: cognitive radio ad hoc networks (CRAHNS), medium access control

(MAC), cooperative sensing, multichannel
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I. Introduction

Regulated spectrum assignment policies for
wireless networks are fixed. According to the U.S.
Federal Communications Commission, approximately
15 % to 85 % of all activity occurs on fixed spectra.
Therefore, the variation in utilized range is high. In
addition, spectrum is a limited resource, and using it
efficiently is a serious challenge. In order to
overcome this challenge, an opportunistic scheme to
access spectrum in wireless networks has been
proposed as a new communication technology. This
new communication mechanism is called a cognitive
radio network (CRN) [1].

The idle spectrum of primary users (PUs) can be
used opportunistically by secondary users (SUs) in
CRNSs. Spectrum is divided into many channels in
cognitive radio ad hoc networks (CRAHNS). In
multichannel CRAHNSs, SUs can use the licensed
channels of PUs as long as no interference exists
among PUs and SUs.

SUs can use the idle licensed PUs channels by
sensing the RF environment. Spectrum sensing has
two important objects. First, the SU cannot create
harmful interference with PUs. Second, SUs can
exploit the spectrum holes by efficiently identifying
idled spectra. Throughput and quality-of-service (QoS)
are achieved by efficiently sensing PUs’ channels [2].
the

probability of false alarm, whereby the SU declares

Spectrum sensing has two metrics:
that the PU channel is occupied even though it is
actually free; and the probability of misdetection,
whereby the SU declares that the PU channel is free
even though the spectrum is actually occupied.
Misdetections cause interference with PUs and false
alarms will decrease channel efficiency [3-6].
Following applications are examples of practical
applications for CRNs. The application of CRNs to
emergency and public safety communications is
achieved by utilizing white space. The executing

dynamic spectrum access of potential of CRNSs is
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realized. The military action such as chemical and
nuclear attack detection are implemented by the
technique of CRNs [7].

While utilizing the spectrum opportunistically in
CRNs, medium access control (MAC) protocols can
manage interference with PUs, and coordinate
spectrum access among SUs. IEEE 802.11 is a widely
used single-channel MAC protocol standard. System
performance decreases rapidly as the number of SUs
increases, owing to increases in contentions and
collisions that occur among SUs while using the
single-channel architecture of IEEE 802.11 [8].

Utilizing a multichannel scheme is one means of
reducing contention and collision among SUs [9].
With the current state of wireless network technology,
one SU is allowed to access multiple channels at one
time [10].

Therefore, the load adaptive and cooperative
spectrum sensing MAC protocol is proposed for work
with multihop and multichannel CRAHNS.

The main contributions of the proposed
ACMAC protocol are as follows:
1.1t

multichannel CRAHNS.
. Cooperative sensing is achieved by exchanging
MAC control

additional sensing negotiations among SUs.

is designed for use with multihop and

frames, and it does need not

3. It can adjust the frame length of the contention
window adaptively according to actual traffic.

. It can reduce collisions caused by the hidden
terminal problem and increase system throughput
by overcoming the exposed terminal problem.

The remainder of this paper is organized as
follows. The related work is introduced in Section 2.
The system model is introduced in Section 3. The
proposed ACMAC protocol are discussed in Section 4.
The

CRAHNS is evaluated in Section 5. The simulation

performance evaluation of multichannel

results are discussed in Section 6. Finally, concluding

remarks are offered in Section 7.



EREHE =/ EGE N PERE-T—THE/ A HR

I1. Related Works

A modeling and analytical delay analysis for a
multichannel CRN was proposed in [11]. The authors
showed that a buffering MAC protocol outperforms a
switching MAC protocol. This is because of the delay
bottleneck for both protocols, owing to the time
required to successfully access the control channel,
which occurred more frequently in the switching
MAC protocol.

In [12], the authors proposed a preassigned time
slot contention free MAC protocol for cooperative
in CRNs. Each SU collects

spectrum sensing data and sends that data to the

spectrum  sensing

fusion center based on the contention free scheme.
However, the preassigned time slot in the spectrum
sensing phase will increase the latency of packet
transmission.

In [13], the authors proposed a priority-based
reservation MAC protocol in slotted single hop
multichannel CRNs. A common control channel does
not interfere with the PU and is used for SUs to
exchange control packets. The control packets include
the priority information of accessing PU channels.
However, the priority-based reservation MAC
protocol is not suitable for multihop CRNSs.

In [14], the authors proposed a novel MAC
protocol for cognitive radio sensor networks (CRSNs)
by selecting a robust PU idle channel. When a PU has
the highest idle time as compared to other PU
channels, it will be selected as a robust channel.

However, a PU with a higher idle time will have a

higher interference probability than other PU channels.

In addition, a PU with a higher idle time will have a
higher number of SUs to access this idle PU channel
and will thus increase the collision probability of SUs.

In [15], the authors designed and modeled a
performance analysis based on an IEEE 802.11 DCF
multichannel MAC protocol for wireless networks. A
Markov chain model for CRN was used to model the

relations among SUs and PUs. The authors showed
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that the system throughput and delay are dependent
on the number of SUs, the number of PU channels,
and the availability of PU channels. Each SU has two
transceivers. One is for the control channel to
exchange control packets, and the other is for the data
channel to transmit data. These two transceivers can
work simultaneously.

The primary motivation for almost all previous
MAC protocols is to closely monitor throughput,
owing to the characteristics of CRAHNSs. However,
there are other problems of great urgency for
CRAHNES,

propagation delay, and system energy consumption.

including rate-adaptation, end-to-end
In addition, there are novel application fields in which
CRAHNSs can be promoted and developed, including
emergency response and public safety [16]. Therefore,
a distributed multichannel MAC protocol is needed
for the above requirements.

To solve the problems described above, we
designed a adaptive cooperative spectrum sensing
MAC (ACMAQC)

energy-efficiency and low MAC delay. ACMAC can

protocol to achieve
efficiently use available the PU spectrum owing to the
use of cooperative sensing and a load adaptive
contention window. The PU spectrum is used
periodically, with many quiet periods. Therefore, the
idle spectrum of PUs can be used by SUs. PUs should
not experience performance degradation due to
spectrum borrowing by SUs.

In [17], the author proposed real-time scheduling
for CRAHNSs. Some cellular cognitive base stations
CRAHN:S.

assignments are determined based on arrival traffic

are present in Dynamic  channel

and channel scheduling. Real-time channel
assignments are determined based on the past channel
allocation status and future traffic conditions of SUs.
In [18], the authors proposed a contention-based
distributed MAC (CBMAC) to manage SU channel
access in a single-hop cognitive radio ad hoc network

(CRAHN). The available data channels of PUs in



CBMAC

contention-based scheme.

are utilized by SUs under a
SUs in CBMAC can
reserve idle channels for many periods in order to
increase channel utilization. The contention window
cycle size of the CBMAC protocol was suitably
chosen to keep the interference within a tolerable
range.

The number of SUs that win the contention will
determine the number of data slots for CBMAC. An
SU can easily obtain the number of winners by using
the received ACK control frame in the contention
window; however, this cannot be achieved in
multihop and multichannel CRAHNS. In addition, the
optimal number of RTS contention windows in
CBMAC cannot be adapted according to real system
traffic.

In the proposed ACMAC, each SU adds the
sensing outcomes to the MAC protocol control frames.
Cooperative sensing is achieved by exchanging MAC
protocol control frames. ACMAC also adaptively
adjusts the contention window frame length according
to actual system traffic. Thus, the average beacon
interval in ACMAC is smaller than that in CBMAC,
in which the RTS contention window is fixed in
advance according to the number of SUs. Additionally,
ACMAC keeps interference caused by PUs within a

tolerable range, similar to CBMAC.

I11. System Model

In this section, we discuss the network model in
multichannel CRAHNSs. The concepts of IEEE 802.11
PSM are used in ACMAC. Here, there are n + 1
non-overlapping channels of the same bandwidth in
the proposed ACMAC protocol. And, the number of
licensed data channels is 1. plus one common control
channel (CCC). In addition, the licensed channels are
known by all the SUs in advance and each SU has
two half-duplex transceivers.

A common control channel (CCC) is very

suitable for CRAHNSs. Several research groups found
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that a dedicated CCC can be a reliable means of
exchanging control information [19]. These studies
show that CCCs can be effectively used in CRAHNS.
Therefore, we consider the limitations of CCCs when
we employ throughput as a metric.

In our proposed ACMAC protocol, two
in each SU. One

responsible for interchanging control messages in the

transceivers are installed is
control channel. The other is used by the data channel
to transmit data. The control frames are exchanged
with other SUs on the control channel, and the SU
obtains rights to access the data channels. The data
channels are dynamically switched by the data
transceiver.
In [11],

protocols: one for buffering and another for switching.

the authors proposed two MAC

In addition, the authors in [11] observed that when
using a time-slotted access scheme for the control
channel, the buffering MAC protocol outperforms the
switching protocol. Therefore, we use the buffering
MAC protocol in our ACMAC protocol, because it
generally outperforms the switching MAC protocol.
Energy detection measures the energy of a
received signal based on the predefined bandwidth
and time interval. When the measured energy is
greater than the threshold, then the signal is present;
otherwise, the signal is absent. Energy detection can
be implemented simply and at a low cost under no

channel gains and other parameter estimates [20-22].

1\VV. ACMAC Protocol

In this section, we discuss how ACMAC enables
spectrum sharing in multichannel CRAHNs. ACMAC
significantly improves throughput and channel spatial
reuse by reducing energy consumption and MAC
contention delayy. ACMAC can alleviate SUSs’
interference with PUs and reduce collisions among
SUs.

1. ACMAC Protocol in Multichannel CRAHNSs

In our proposed ACMAC protocol, the beacon
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interval is created by dividing the time and spectrum
access opportunistically. Each beacon interval has two
phases: one involves a sensing window and the other
involves a contention window. Each SU senses all the
PU channels at the beginning of the beacon interval.
Further, each SU
including idle PU channels.

records sensing information,

Fig 1 shows an ACMAC protocol control
channel for a multichannel CRAHN. Next, we will
describe the two window phases of ACMAC in detail.

+ Sensing window phase. The sensing success
probability will decide whether a licensed channel
is sensed or not. While the sensing success
probability is larger than a threshold, SUs will
sense this licensed channel. The sensing success
probability is calculated according to the previous
three outcomes.

+ Contention window phase. There are three control
messages that are included in this phase. Those
control request-to-send (RTS),
clear-to-send (CTS), and
assignment (RCA). Initially, all frame lengths of
RTS/CTS/RCA in the contention window are the
same. Further, the frame lengths of RTS/CTS/RCA

are adjusted according to actual traffic. newr is for

messages are

reservation channel

when a new node wants to fiifi this network.

Beacon Interval

<€
< »

Sensing window Contention window

Control Ch ] ——————— m — [. ——— . R ﬂ

Fig 1 ACMAC control channel in CRAHN.

In Fig 1, 7.

RTS field, T,,, denotes the frame length of the CTS
field, and 7.,

denotes the frame length of the

denotes the frame length of the RCA
and T

TLE

field. Here, the frame lengths of T, T
are all the same.
2. Contention Window Phase

If an SU wants to obtain an idle PU data channel

in a multichannel CRAHN, it must perform those
three control messages completely and sequentially.
Descriptions for the control messages will be
introduced in detail.

+ Beacon: Uses IEEE 802.11 TSF.

« INT: INT contains the following fields: ¢4

il
SUipg, and Py CH;, denotes the channel
interfering with the PU, 5., denotes the SUs

that sent the interrupt message, and pPU

sl
denotes the PU experiencing interference.

« RTS: The initial field in the contention window,
from which an SU requests a packet to create a
connection. The one-hop neighbors of the SU
sender obtain the frame length information and the
assigned channel status of all its neighbors in the
contention region. Among the fields FL, ., CHyp,
CHigr CHpgny SUnay SUpinr Nbvopgs, - NBroan

and pPU.

sndL "t

length of node snd, and CH;;,, CH,,, and

PUgin Flyg denotes the frame

€' H,,; have higher priority in the SU sender status.

denotes the IDs of the

PUgnar ) PUgsnan
sl and 5”:':1:

denote the SU sender and SU receiver of SU,

Nbtgpgas - NBrguan
su.&'nc.‘

denotes the sensing outcomes. 5ii

neighbors  of

respectively.

« CTS: The second field in the contention window,
to which an SU applies a received RTS control
frame. The one-hop neighbors of the SU receiver
obtain the frame length information and the
assigned channel status of all its neighbors in the
contention region. The fields FL,_., CHy SU0

and pli

ol

SUppmr NBY. e N
are added to the CTS fields of IEEE 802.11. FLI.

P

FLo
Yo
denotes the frame length of node rew. CH;,
denotes the selected channel from the channel field

of the RTS packet. war,,,,, -, Nhr,,, denotes

rorn

the one-hop neighbors of the su,..,

PU Pl denotes the sensing outcomes.

ol rLn



« RCA: An SU sender receives a CTS control frame
and sends a control frame to its neighbors to
confirm the beacon interval frame length and
assigned data channel information. An RCA

contains the fields FL,,,, €H;, SU..,, and

55U, CH;; denotes the coordinating channel
that was agreed upon by the SU sender and SU
receiver.

ACK: Contains the fields ¢H,,, su,,;, and

§Uyer

V. Performance Evaluation for the
Multichannel CRAHNSs

In this section, we present a detailed system
performance evaluation of the proposed ACMAC
protocol.

1. Channel Spatial Reuse

Assume a CRAHN has n licensed channels that
are numbered 1 to n, and M SUs. If 51J; gets licensed
channel j, then CH; (i is setto 1. Otherwise, ¢;(i)
is set to 0. If at least one SU gets channel §, then CH;

is set to 1. Otherwise, -, issetto 0.

While one channel can be used by multiple SUs
at the same time, we called it channel spatial reuse,

which is denoted by «.

S ST eyeteni oty € Hi (D)

£ = z -
L CH,

k=1

n
J=1,Cycle=

1)
where rwzte IS the total number of beacon intervals in
the simulation process.

2. Throughput Under Contention Window Size

In [23], the author derived a performance
analysis of IEEE 802.11. The saturation throughput of
licensed channels is analyzed in [24].

Because the dynamic contention window size for
ACMAC and fixed contention window size for
CBMAC has different frame length. The throughput
per contention window size for this CRAHN due to

the simulation ending is defined as ¢, as follows:
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. ER-.'..MT\:JH E{(:Humhiuj
B ((" - I:JRilzmr + RLL’-’:)E[T]

‘ @
where £ represents the average channel spatial reuse,
ft,.: Tepresents data rate for a licensed channel,
R represents the data rate for a control channel,
FICH s

is the average transmission time for

] is the average number of idled channels,
Teree a
successful connection, and the average number of
contention slots for the successful handshakes of
RTS/CTS/RCA in ACMAC is denoted by £[7] [23,
24]
3. Energy Consumption in MAC Contention

Energy consumption computations will consider
three cases: energy consumed while idling, energy
consumed during a successful transmission, and
energy consumed during a collision [25].

Here, we focus on the energy consumption in
MAC contention among SUs.
ACMAC, E.yue

consumption for successful

In our proposed
and £_,, denote the energy
and collision MAC
contention, respectively. In addition, power on for all
SUs are assumed.
.« Let e, (k)

consumption of a successful transmission

ACMAC for multichannel CRAHNSs. The power

denote the k& th hop energy

in

consumed while transmitting and receiving &Ts,

crs,and s are represented by PW.., PW...and

P, , respectively. The transmission and

receiving times for RTS, oys.and p: are

represent by 1., T...and T, respectively. Thus,
Eace 1S COMputed as follows.

Eoucc (k) = TyrsPWyes + TeePWors + TyaPWora  (3)

+ Let Urfﬁ,:.:_r;j, denote the K th hop energy

consumption for the jth trial in a collision MAC
contention in ACMAC for multichannel CRAHNSs.
The

transmission will occur in the RTS field of the

energy consumption due to collision

contention window. Hence, U:r"':'r"] is given as

follows.
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5o
Bl i)

Tope PWoes

(4)
2::-—-'" X?:l;‘( 2::'1.—"' ;I--n.-x—. e:.ul! (I\) + eﬂh“.’:’(k))
e (5)

where ¢, . denotes the total number of successful

F[E(..r.-xnrr:] = ht)p

connections, n,,;,; is the sending times for RTS in
the MAC contention window before RTS/CTS/RCA
handshaking is successful, and hop; represents the
number of hops of the SU source node to the SU
destination node for ith connection.
4. MAC Delay Per Hop in Contention Window
Average MAC delay per hop is denoted by
E[Tiu1]- The MAC delay per connection is defined

as the average time elapsed between the generation of
a frame and its successful and complete reception. In
the buffering MAC protocol, the MAC delay per
connection is the sum of the MAC delays of all
occupied channels occurring before a packet is
entirely transmitted. The MAC delay for each

occupied channel is the sum of the sensing mini-slot

window and the successful handshakes of
RTS/CTS/RCA in the contention window. Let
;r{r__my{;._»j denote the kth hop contention delay for

the jth trial for a connection in a MAC contention in
ACMAC for multichannel CRAHNS.

Z’-'xurr cop;
i=1 k=1

L:, hop; (6)

where £, denotes the total number of successful

Yierial
J=1,conn=i

J
lde!u_v (k)

E[Td('.'(l,\'] =

connections.

V1. Simulation Results

In this section, we will present the simulation
results for our proposed ACMAC. We implemented
our simulation with event-driven programming and
used the C programming language as the simulation
tool. The main difference between ACMAC and
CBMAC was the frame length of the contention
windows. In CBMAC, the frame length for each field
is

of the contention window determined by

contending nodes. However, CBMAC is not load
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adaptive in that it cannot adjust the contention
window size according to actual traffic. In ACMAC,
the contention window size is load adaptive and
invokes cooperative sensing. Moreover, it can adjust
dynamically. Therefore, we compared ACMAC’s
performance with the CBMAC scheme. The
transmission rate of each data channel is 1 Mbps.
The control frames consumed 1.675 and 1.425 |4 of
power when transmitting and receiving, respectively.
CBMAC-4, CBMAC-8, and CBMAC-16 denote that
frame lengths are fixed at 4, 8, and 16 for each
RTS/CTS/RCA field in CBMAC, respectively.

PUs alternate between the “PU ON” and “PU
OFF” states. The “PU ON” state indicates that a PU is
busy on a channel, while the “PU OFF” state indicates
that a PU is idle on a channel. We assume that all SUs
have fixed locations — this eliminates the effects of
broken routes caused by mobility.

In the simulation, we create 10 different
topologies using 10 different seeds. The simulation
results represent the average of the simulation results
for each seed. The topology is divided into 100 areas
in order to create a uniform distribution map. We
place four SUs in each region randomly. Thus, each
SU will have roughly the same average number of
neighbors. The number of new arriving connections
per second is called the arrival rate. The number of
terminated connections is called the departure rate.
The average lifetime for a connection is the inverse of
the departure rate. If the number of PUs in the PU ON
state is 2, it means that the maximum number of
simultaneously active PUs is 1 or 2. Because the
frame length of the contention window can differ, the
number of beacon intervals for ACMAC, CBMAC-4,
CBMAC-8, and CBMAC-16 can also differ. Table 1
shows the parameters of our proposed CBMAC
multichannel MAC protocol in CRAHNS.



Table 1 Parameters of our proposed CBMAC scheme

Simulation time 10000 s
Transmission rate 1 Mbps
Power consumption for transmitting | 1.675W
Power consumption for receiving 1.425 W
Frame length 4,8,16
Number of active PUs 0,1,2
Number of SUs 400

n represents the channel spatial reuse of one
beacon interval. The channel spatial reuse is defined
as the average number of times that a channel is being
used simultaneously. Therefore, g is different in each
contention window. Fig 2 shows the summation of p
for all beacon intervals in the simulation processes of
ACMAC and CBMAC versus the arrival rate in a
CRAHN. For ACMAC, the total
channel spatial reuse is higher than in the CBMAC

multichannel

scheme; this is because ACMAC employs cooperative
sensing and load adaptive concepts to adjust the
contention window size.

From Fig 2, we know that the system achieved
192, and that
ACMAC produced the highest channel spatial reuse.

saturation when the arrival rate =
When the arrival rate exceeded 192, the total channel
reuse of ACMAC diminished. We observed that the
highest total channel spatial reuse in ACMAC is 2681
(i.e., sensing probability of detection = 1 and PU
active 0). CBMAC-4, CBMAC-8,
CBMAC-16, the highest total channel spatial reuse in
CBMAC-8 is 2256 under arrival rate 192 (i.e.,

sensing probability of detection = 1 and PU active =

For and

0). The channel spatial reuse of ACMAC improved by
as much as 15.8 % compared to CBMAC-8. For
ACMAC, channel spatial reuse decreased as PU
sensing errors increased. CBMAC-4, CBMAC-8, and
CBMAC-16 have lower total channel spatial reuse for
all contention windows when sensing probability of

detection is 0.9 and PU active is 2.
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Fig 2 Comparison of total channel spatial reuse in
ACMAC and CBMAC versus arrival rate in a
multichannel CRAHN

Fig 3 shows the throughput per contention
window size index ¢ of channels in ACMAC and
CBMAC versus the arrival rate in a multichannel
CRAHN. We observed that the highest throughput per
contention window size in ACMAC is 5988 under

arrival rate 256 (i.e., sensing probability of
detection = 1 and PU active = 0). For CBMAC-8, the

highest throughput per contention window size is

4915 at arrival rate = 224 (i.e., sensing probability of
detection = 1 and PU active = 0). The throughput per
contention window size of ACMAC was improved by
as much as 17.9 % compared to CBMAC-8. For
ACMAC, the throughput per contention window size
decreased while PU sensing errors increased. The
maximum throughput will be achieved while the
arrival rate for each channel increases. CBMAC-4,
CBMAC-8, and CBMAC-16 have lower throughput
per contention window size when sensing probability
of detect is 0.9 and PU active is 2. Because the
channel spatial reuse is higher than 1.0. Hence, the
maximum throughput per contention window size is

also greater than 1.0.
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Fig 3 Comparison of throughput per contention
window size in ACMAC and CBMAC versus arrival

rate on a channel in a multichannel CRAHN

Fig 4 shows the average MAC contention delay
per hop in ACMAC and CBMAC versus the arrival
rate in a multichannel CRAHN. The average MAC
contention delay per hop for ACMAC ranges from
12.0 to 54.5 slots (i.e., sensing probability of
detection = 1 and PU active = 0) versus different
arrival rates. For CBMAC-8, the average MAC
contention delay per hop ranges from 24.0 to 58.4
slots (i.e., sensing probability of detection = 1 and PU
The
improvement in average MAC contention delay per
hop in ACMAC compared with CBMAC-8 ranges
from 6.7 % to 50.0 %. The average MAC contention
delay per hop for ACMAC is between those of
CBMAC-4 and CBMCA-8. For ACMAC, the average
MAC contention delay per hop increased while PU
sensing errors increased. CBMAC-8 and CBMAC-16

have higher average MAC contention delay per hop

active 0) wversus different arrival rates.

when sensing probability of detection is 0.9 and PU
active is 2.
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Fig 4 Comparison of average MAC contention delay
per hop of SU in ACMAC and CBMAC versus arrival
rate in a multichannel CRAHN

Fig 5 shows the per-hop energy consumption for
MAC contentions in ACMAC and CBMAC versus
the arrival rate in a multichannel CRAHN. For
CBMAC-4, the per-hop energy consumption for
MAC contentions is higher than that for ACMAC,
CBMAC-8 and CBMAC-16. For ACMAC, the
MAC
contentions is 13.06 1 (i.e., sensing probability of
detection = 1 and PU active = 0). For CBMAC-8, the
MAC

contentions is 13.75 K" (i.e., sensing probability of

highest per-hop energy consumption for

highest per-hop energy consumption for

detection = 1 and PU active = 0). There was an 5.0 %
improvement in per-hop energy consumption for
MAC contentions in ACMAC compared with that
CBMAC-8. For ACMAC,
consumption for MAC contentions changed only

the per-hop energy
minimally while PU sensing errors increased.
CBMAC-4 and CBMAC-8 have higher per-hop
energy consumption for MAC contentions when
sensing probability of detection is 0.9 and PU active
is 2.

In CBMAC, the frame lengths of each field in all
contention windows in the simulation process were
the same. In ACMAC, the frame lengths of each field
in the contention windows invoked cooperative
sensing and were load adaptive according to the

actual traffic in the simulation process. Therefore,



ACMAC provided higher total channel spatial reuse
for all contention windows and higher throughput per
contention window size, and provided reductions in
energy consumption and MAC contention delay per
hop.

sk -2

...........

2 MAL contention (W)

MAL

e
conwsmption for MAL contention (W)

E n = i

L —

nnesmption f

©

Bop BnerGy

Fig 5 Comparison of per-hop energy consumption for
MAC contention of SUs in ACMAC and CBMAC
versus arrival rate in a multichannel CRAHN

VI1I. Conclusion

This paper proposed an adaptive cooperative
spectrum sensing MAC contention protocol in
CRAHN:S.

achieved by the exchanging MAC control frames

multichannel Cooperative sensing is

without the need for additional control frames.
Moreover the proposed protocol is load adaptive
insofar as the frame length is dynamic. This is
achieved by doubling the frame length and halving
the frame length according to the actual traffic. We
showed that cooperative sensing and a load adaptive
contention window length resulted in significant
improvements in channel spatial reuse, throughput,
delay per hop, and energy efficiency. In ACMAC,
per-hop delay reductions were greater than
CBMAC-8 and CBMAC-16 because the dynamic
contention window saved more idle slots. In ACMAC,
per-energy savings were greater than CBMAC-4 and
CBMAC-8 because the dynamic contention window
saved more idle slots. The proposed ACMAC scheme

effectively achieved not only channel spatial reuse but
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also improved throughput efficiency. Compared with
CBMAC-8,

reductions in the average MAC contention delay per

the simulation results showed that
hop ranged from 6.7 % to 50.0 % and the reduction in
per-hop energy consumption for MAC contentions in
ACMAC compared was 5.0 %
probability of detection = 1 and PU active = 0).
Additionally, ACMAC saved idle slots, which led to

improved channel spatial reuse and throughput. As

(i.e., sensing

shown in the simulation results, the throughput per
contention window size in ACMAC was improved by
as much as 17.9 % compared to CBMAC-8 (i.e.,
sensing probability of detection = 1 and PU active =
0)
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Abstract

A high power factor power supply with leakage-inductance energy recycling
is studied in this paper. The front stage of the proposed power supply is an AC-DC
boost converter. This converter is used for power factor correction. It adopts
continuous conduction mode to achieve high power factor and low input current
harmonic. The rear stage of the proposed power supply is a DC-DC converter. This
converter integrates two flyback converter using a single switch for step-down
voltage conversion and electrical isolation. Also, the leakage-inductance energy
can be recycled. In this paper, the operation principles and steady-state analyses of
the AC-DC boost converter and the two DC-DC flyback converter are discussed in
detail. Finally, the computer simulations are performed to verify the performance
of the proposed power supply.

Keywords: power factor correction, flyback converter, leakage-inductance energy

recycling
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